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1 Coursework
During my first year at IAI, I have attended few courses, both at TCG and at CMI. My marks are shown in
table 1a and table 1b.

(a) Courses at First Semester

Course Grade
Discrete Mathematics 79/100
Cryptology-I 80/100
Automata & Formal Lang. 87/100
AIML 82/100

(b) Courses at Second Semester

Course Grade
Advanced Cryptology 57/100
Quantum Information & Cryptology 86/100
Design & Analysis Of Algorithm 91/100
Complexity Theory (CMI) 8/10
Research Methodology 82/100

2 Overview
I’m working on building algorithms and software for counting over SMT constraints with Dr.
Kuldeep S. Meel, assistant professor at National University of Singapore. In simple terms, the problem I’m
currently working on is constrained counting. Here, the task is to count the cardinality of the set of solutions
of input constraints.

Complexity wise, the problem of constrained counting is #P-complete, even if we restrict the constraints
to boolean constraints. The success of SAT in early 2000s inspired the quest to lift satisfiability techniques
to more expressive theories to handle more expressive constraints such as linear real arithmetic, bitvectors,
strings; such constraints allow precise modeling of modern hardware and software. These efforts have yielded
in a ecosystem with availability of state of the art Satisfiability Modulo Theory (SMT) techniques that serve
as crucial engines in modern formal methods and artificial intelligence.

A demand for a constrained counting tool over different theories has already been raised by different
fields of Computer Science, like software verification [23] , cryptography [3] and computational biology [19].
Still there is no such tool that tackles the problem. Therefore, I plan to work on building such a counting
engine during my PhD. We believe that we can solve problems from many other domains once we have such
a counting tool is available.

3 Literature Review
As there is no similar work done in the exact problem I’m working on, I read papers from related fields. We
can divide them into the following categories.

Model Counting is the problem of counting the number of solutions of a given boolean formula. There
are a good number of solvers, some of them count top-down e.g., SharpSAT [24] and Ganak [20] , while others
use a decision diagram based bottom-up approach, e.g., ADDMC [8] and DPMC [9]. Some of the counters
include tree-decomposition based approach too [14, 11].
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Approximate Model Counting gets relevant, when we are allowed to model count with some error
bound. ApproxMC [5] and its following versions [6, 22] has a good line of research in this. These approximate
counters has seen some interesting application in cryptography [3], reliability estimation [10], synthesis [13]
and verification of neural nets [2].

SMT Solving is the decision problem for SMT formulas. The relevant theory is well established in the
book[15], while the relevant tool papers of Boolector [4] and STP [12] discuss more on implementation.

Counting / integrating over theories. Lattice point enumeration tool, LattE [7] can count over integer
arithmatic. Also there are tools for weighted model integration [18] that solves the problem of integraion for
real arithmatic. Counting over string constraints became possible with the tool ABC [1].

Possible Application of SMT Counting that we are designing can range in everywhere where a model
counter is being used, but the problem comes from an SMT domain. Automating CCA in cryptography [3],
summarizing transmission trees in computational biology [19], quantitative software verification [23] – are to
name few of them.

SAT solvers being the backbone of most of the counters, I am often mesmerized by the power and
mystery they posses. As side projects, I look into works [16, 17, 21] that try to explore the power of solvers
using AI.

4 Research Done
As of now, I have worked on the algorithmic foundation of such a counting engine and built a tool that
can count over boolean + bitvector theory. And that tool is giving better results in comparison to existing
techniques. Our system explores the power of advancements in knowledge compilation and SMT tenchniques.
We plan to submit our work in upcoming conference – Constraint Programming (CP).

5 Research Plans
In the coming days, I plan to extend the tool for other theories like linear real arithmetic, integer arithmetic
and strings. I’d also like to work on solving hard problems from cryptography and software verification that
were not scalable without such tools.

The initial progress highlights the opportunities and I am excited to pursue this as a long-term research
work in my PhD.
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