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Courses attended

Semester Subject Marks

I

AIML 86
Cryptology-I 74

Automata & Formal Languages 67
Discrete Mathematics 82

II

Advanced Machine Learning 84
Design & Analysis of Algorithms 76

Quantum Information &
Cryptology 76

Research Methodology 91

Research work carried out
We present a new off-policy Reinforcement Learning algorithm called Oppor-
tunistic Actor-Critic (OPAC) that combines both TD3 and SAC retaining their
core features. Both TD3 and SAC, two recent Reinforcement Learning algo-
rithms, have been immensely successful in tackling robotic control tasks in the
past. Unlike TD3 or SAC though, it uses three critics for a more optimistic deci-
sion making. We develop the theory of Clipped Triple Q-learning and establish
its proof of convergence. We present detailed empirical result which confirm
OPAC’s superior performance in terms of cumulative rewards compared to SAC
and TD3 in various robotic control tasks.

More details about our work can be found in the accompanying pre-recorded
video presentation.

Future plan
We will try to efficiently solve either of the following two problems using Rein-
forcement Learning. Both the problems can be thought of as a type of hyperpa-
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rameter optimisation task where we are to find out the optimal hyperparameter
of a model for which some pre-defined performance metric is optimised.

• Neural architecture search (NAS): It is a technique for automating
the design of artificial neural networks, a widely used model in the field
of machine learning. NAS has been used to design networks that are on
par or outperform hand-designed architectures.
NAS can be characterised as a system with three major components namely:
i) search space, ii) search algorithm, and iii) evaluation strategy. The
search algorithm samples a population of network architecture candidates.
It receives the child model performance metrics as rewards (e.g. high accu-
racy, low latency) and optimises to generate high-performance architecture
candidates.

• Parameter search in evolutionary computation: In evolutionary
computation, differential evolution (DE) is a method that optimises a
problem by iteratively trying to improve a candidate solution with regard
to a given measure of quality. Such methods are commonly known as
metaheuristics as they make few or no assumptions about the problem
being optimised and can search very large spaces of candidate solutions.
The choice of DE parameters can have a large impact on optimisation
performance. Selecting the DE parameters that yield good performance
has therefore been the subject of much research.
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