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1 Courseworks

Semester Name of Courses Marks Obtained (%)

First (IAI)

Artificial Intelligence & Machine Learning 1 93.0
Cryptology & Security 1 91.0

Automata & Formal Languages 89.0
Discrete Mathematics 87.0

Second (IAI)

Artificial Intelligence & Machine Learning 2 87.0
Design & Analysis of Algorithms 95.0

Quantum Information & Cryptology 85.0
Research Methodology 78.0

First (CMI) Mathematical Logic 80.93

Table 1: Attended courses and the corresponding marks obtained (in percentage).

2 Work done so far

Title: Opportunistic Actor-Critic with Clipped Triple Q-learning.
Authors: Srinjoy Roy (IAI, TCG-CREST), Saptam Bakshi (IAI, TCG-CREST), Br.
Tamal Maharaj (RKMVERI Belur).

Summary: Reinforcement Learning (RL) considers the paradigm of an agent in-
teracting with its environment, and having the aim of learning reward-maximizing
behavior. Actor-Critic methods, a type of model-free RL, have achieved state-of-
the-art performance in many real-world continuous control domains. Despite their
success, the wide-scale deployment of these models is still a far cry. Soft Actor-Critic
(SAC) and Twin Delayed Deep Deterministic Policy Gradient (TD3), two of the best
model-free deep RL algorithms in the past years, are based on actor-critic framework.
SAC effectively addressed the problems of sample complexity and convergence brit-
tleness to hyper-parameters. It outperformed all state-of-the-art algorithms including
TD3 in harder tasks, whereas TD3 produced moderate results in all environments.



However, SAC suffers from inefficient exploration owing to the Gaussian nature of its
policy which causes borderline performance in simpler tasks. The goal of this research
is to introduce Opportunistic Actor-Critic (OPAC), an ensemble model-free deep RL
algorithm that combines the central features of TD3 and SAC. It employs Clipped
Triple Q-learning to fine-tune its value estimates. We have systematically evaluated
OPAC on MuJoCo environments where the results show that OPAC performs consis-
tently well in easy and challenging tasks. It also shows that OPAC outperforms TD3
and SAC in terms of average reward accumulated over time.

Submitted To: To be submitted very soon.

3 Future Work

Primary Topics: Differential Evolution (DE), Neural Architecture Search (NAS),
and Reinforcement Learning (RL).

Summary: Differential Evolution (DE) is one of the best known stochastic real-
parameter optimization algorithm. It falls under the class of gradient-free optimiza-
tion algorithms and essentially follows an Evolutionary Algorithm (EA) style ap-
proach. The main difference between DE and EA is in their workflow. The classical
EA pipeline is “Initialization → Crossover → Mutation → Selection” while DE fol-
lows “Initialization → Mutation → Crossover → Selection”. Unlike EA, DE and it’s
variants perform a “difference vector” based mutation which is why it’s named so.

Neural Architecture Search (NAS) is a sub-field of Automated Machine Learning
(AutoML) that deals with automatically finding out best neural architectures for a
specific set of tasks. The existing and most successful neural architectures in deep
learning have been manually hand-engineered and fine-tuned by experts. But these
methods are exhaustive, costly, and highly prone to human errors. This is exactly
where the motivation of performing NAS lies - to have better, faster, and cost-effective
ways of finding out neural architectures.

My Ph.D. is being supervised by Dr. Swagatam Das from ISI, Kolkata. Under
his guidance, I am presently going through seminal papers on DE and NAS and
implementing them in Python. This is to facilitate hands-on experience about the
basic framework of DE (and it’s successors), NAS benchmarks, and handling complex
data-sets. Our objective is to find gaps in the literature so that we may use the tools
at our disposal to solve interesting problems. In other words, we are aiming to come
up with efficient state-of-the-art NAS methods using DE and/or RL.
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Demis Hassabis. Human-level control through deep reinforcement learning. Na-
ture, 518(7540):529–533, February 2015.
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control. In 2012 IEEE/RSJ International Conference on Intelligent Robots and
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[13] Barret Zoph and Quoc V. Le. Neural architecture search with reinforcement
learning. CoRR, abs/1611.01578, 2016.
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